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FURTHER INVESTIGATIONS INTO THE DISCRETE
DISTRIBUTIONS WITH JUMPS IN PROBABILITIES

. by
G.S. Lingappaiah I •

•
Summary

Discrete distributions where the probabilities are affected in
the sense."inflated" and "modified" are considered. In the former
case, a situation is considered where among k (m + 1) counts, each
of (m + 1) counts are inflated at the same rate, while these counts
are spread out in a cycle and thereby called as "cyclical inflation."
Test procedure for the hypothesis that there is only one rate of
inflation, that is, Ao = Al = ... = Ak is attempted. In the modi- •
fied case, firstly, set of m counts are considered where each is •
being misreported as a set of k counts, and hence called "spectral
modification." Second case considered under modification is
where a set of m counts being reported as a single count and this
situation is termed as "ray-convergent modification." In these
two cases, estimation of the parameters is being carried out both
by maximum likelihood (m.l.) method as well as by Bayes'
~proKh. •

I. Introduction

Recently much work is being done in discrete distributions
where the probabilities at different counts are affected. One such
case is where there are excess of zeroes, thereby reducing the
probabilities at other counts. Such a situation termed as "infla-
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tion" has been dealt with recently by many authors, i.e. Sobic
and Szynal [5], Singh [6], Singh [7] and others. Distribution of
the sum of variables from such an inflated distribution, as well as
the estimation problem is taken up in these works. Similarly,
another situation dealt is wherea count or counts are misreported
as some other count. This case has been termed as "modification"
and is dealt by Cohen [1], [2] and Varahamurthy [8]. This
author [4] has recently considered a case where a set of k counts
are misreported 'and the estimation of parameters under such
circumstances is attempted. What we have done here is to attempt
further generalizations of these situations. Firstly treated is the
inflated case where among k (m +1) counts, probabilities at
(m +1) counts are inflated at the same rate. That is, the proba
bilities at the counts ij + ht], h =0, 1, 2, ... m are all inflated at
the same rate Aj (0 < Aj < 1) while the probabilities at rest of the
counts except at x = 0 are inflated at the rate Ao (0 < AO < 1).
Test procedure for the hypothesis Ao =Al =... =Ak is attempted
for a particular case when h = O. Regarding modification, two
cases are considered. Firstly, we deal with a situation where among
km counts, each of m counts i1 , i2 , ... im are misreported as the
counts hi (i = 1, ... k) and hence termed as' "ray-convergent
modification." Second situation is where a single count hj G= 1,
2, ... m) is being misreported as a set of counts Ij ... kj and
thereby named as "spectral modification." In the case of "ray
convergent modification," estimation is attempted via m.l. method
while in the case of "spectral modification," Bayes' approach is
used.

2. Inflated Case (Cyclical Inflation)

Here we consider k (m +I) counts ij + htj =Uj, h =0, 1,2,
m; j = 1, 2, ... k (i is some arbitrary subscript) and let the pro
babilities at the counts ij, ij + tj, ij + 2tj, ... ij + mtj be inflated
at the rates Aj (0 < Aj < 1) while the probabilities at all other
counts except at x = 0, at the rate Ao (0 < Ao < 1). In this case,
the density can be written as
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k m
l-AQ+AQPQ-1: 1:(Aj-AQ)PuJ,if x=O

j=l h=Q

•.,

1

(2)

Aj PUj if x=Uj (1)

h =0,1,2, m

j=I,2, k

AQ Px if x#: 0, Uj

where Po = P (x = 0) in the non-inflated (simple) distribution and
Px accordingly.

From (1), we have

where A = ,1: (Aj -Ao) (Uj) PUj and Il'r is the r th raw-moment of
loh

the inflated distribution while m', is the. corresponding moment
for the simple distribution (m'l = m). Similarly, obtaining 1l2' we
have,

y = [AQ + AQ (1 - AQ) ~:J + ~(B2 - 2m AQ A - A2) (3)

where u2 = m2, Y = 1l2/u2 and B = 1: (Aj - AQ) (ur) PUj. 1f all the
j, h

inflated rates are the same, then the second part of (3) on the
right hand side variables and the first part is an inverted parabola
when graphed on (y, Ao) axes, and truncated at right at AO = 1. In
general y depends partly on the signs of (Aj - AQ). Now we pro
ceed towards the test procedure for the hypothesis AO = Al = ... =
Ak. Now, from (1), we have the corresponding likelihood function,
on the lines of [1] and [8] and can be written as

•
•

••

•

k
(Qo)nQ IT

j = 1
(4)
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Where Qo = I - AO + AO Po -. ~ (Aj - AO) PUj and from (4) we
J, h .

have DAo and 0 Aj respectively (where 0 A =a log L/aA) as

•
••
~

- no (l - Po - P) n - nc: no
------+ =0

Qo AO

m PUj-no 1: nUjh=O
+ =0

Qo Aj

(5)

(6)

with P = ~ PUj' ns = I: nUj" We consider below a simple case with
j, h j, h

h =O. 8 known. (5) and (6) respectively, now are,

••

- no (l - P - Po) n - ns- no
+ . =0

Q AO

(7)

(8)

k
where Q = I - AO + AO Po - .~ (Aj - AO) Pi; and P = ~ Pi

J
" n, =

J =1 ' J
~ nij' Taking all such k equations in (8), we get
J

• Xj = nij (l - AO B)/(no + ns) Pij (9)

where B =I - Po - P. Now using (7), we get

AO =A/nB where A =n - n, - no' (10)

Now, if we wish to test the hypothesis Ho: AO =Al =... =Ak, that
is, there exists only one rate of inflation, we have for the estimate
of AO under Ho as

••



Tests can be carried out for either very low values or high values
of X.

and hence the likelihood criterion A = L(w)/L(n) where w has
just an element Ao while n has k + 1elements Ao, AI, ... Ak. Then
from (9), (10), (11), we have

30

k
A = n

j = I

G. S. LINGAPPIAH

(n-no)/n(l-Po)

1- no/n
1- Po

n-no
nB

A

A

(11)

(12) •
••

3. Modified Case

3(a}, Ray-convergent modification. Here we deal with first of
two situations under modified case. First one is, where a set of
km counts are considered to be misreported. That is, each of m
counts iI, ... im are reported as count hi, i =1,2, : .. k.

Now the density can be written as

••

•

f (x)

if x =ij
j =1, m
i =1, k

if x =hi (13)

Corresponding likelihood function can be expressed as .4
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-ni'
_._J +
1 - Aj•

and hence DAj

(15)

• where 02 =Ph' + ~ Aj Pi'.I 1 j J

If k =1,and with all equations for allAj 's in (15), we have,

nni P, - n, Phi
(16)

'
•

(17)

Similarly DO =0 gives, (with P' for ap/aO)

Example: Now as an illustration, consider the famous "horse
kicks" example cited in Cohen [1]. Suppose, we modify the data
as follows.

'.
No. of deaths per

army corps per year

o

Original
data

109

Modified
data

105
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No. of Deaths per
Army Corpsper Year

1
2
3
4'
5

Original
Data

65
22

3
1
o

Modified
Data

62
29

3
1
o .'

That is, counts 0 and 1 are misreported as count 2. Then in our •
notation no =nil = 105, nl =nl2 =62, nhl =29 =n2, n3 =3, I
n4 = i, ns =O. Then from (17), we have

), =1 - 105 (c) where c =1 +8 +02.J2
1 ' 196

),2=1- 1~~ (c/O) (19)

and (18) gives

~+29
e - 200 =0 (20) ••

A A

Now using (19) in (20) we can solve for 8 and in turn using this 0 ,
we can obtain Xl , X2..

Further, regarding the asymptotic distribution of Aj 's, we
can get most of the elements of the inverse of (k +1) x (k + I),
variance-covariance matrix except - E (D~) term which turns
out to be slightly messy. For example, with k = 1, in (15), and •
noting further in this case,

we have

E (nlj) =n (l - Aj) Plj

E (nhl) =nQ

(21 )

-E =
nPfj

+---
Q .'
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(22)

•
•

where Q is Q2' and i =1.

3 (b). Spectral Modification.

Now we consider a case which is slightly opposite to 3(a).
Here we deal with a situation where a single count has been
misreported as other counts. That is, the count hj is being modi
fied as Ij , 2j , ... kj ; j =1, ... m. Hence the density function can
be written as

Pij + Ai Ph j if x =ij , j =I, ... m
i = 1,2, ... k

(23)

•• hI hj hm

In this case, for the purpose of estimating Aj ,s, we resort to Bayes
approach with a restriction ~ Ai < I.

For the estimation purposes, in the case of generalized dis
tributions, Bayes' method seems to be more favourable than that
of m.l. method. Especially so, when we are dealing with some

.. situations like "inflation" or "modification."
In [3], this author has tried this approach for the estimation

problem in the case of generalized distributions. Now, in this
case, we can write the density as

(24)

••
m
n

j = I

kn
i = I
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, ,

and now taking the prior for Ai 'sasDirichlet's distribution •
I

o< Ai <1, i = 1, ... k, ~ Ai < 1

(25)

•
•I

Using (24), (25), we have

= (26)
.
•

• liB (51,52 ... 5k; 5)

k

where 50 =51 + ... 5k, r = ~ ri., rio = ~ ri
J
" nh = ~ nh)'

i =1 J j

From (26), we get the Bayes' estimate of Ai as (27)

.~

P r· r(ri·+ 5i+ 1)r'(rt"+5 t+1)
hi Ij t+i

Pij r (r+50 + 5 + nh + 1)

(a)

where (a) is exactly the numerator of (27) except t =i. That is,

now the Gamma functions are replaced by

E (AA
i
) = ----=~ _
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. n r (r, + [ji)/r (r +[jo + nh)·
1= 1

(The r' in (27) is a product of (k - 1) gamma functions.)
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